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Galaxies down to i=24.5!



HSC photo-z paper (arXiv: 1704.05988)

Our photo-z’s for Deep and 
UltraDeep are publicly available.

Photo-z’s for the Wide layer will be 
made available later this month.



The HSC photo-z team
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Database tables

We have a database table for each code.  We let science users choose the code.



Photo-z production runs

After a data release, the photo-z team prepares 

(a) training sample
(b) target sample

I let people train their codes and do the production in any way they want, but 
I ask them to

(1) not to apply stringent cuts on the target sample
(2) generate P(z) in a common format
(3) write a release note
(4) submit photo-z products by a deadline

This works reasonably well, but...



Training sample construction

● The Wide layer goes down to i~26.0.

● No spectroscopic sample goes down to that faint mags…

● We rely on many-band photo-z’s from  COSMOS.



Training sample construction

● The training sample is combination of spec-z, g/prism-z and high-accuracy 
photo-z from the entire survey footprint.

● We compute a weight for each object in order to reproduce the Wide galaxy 
distribution in the multi-color space.

● We suffer from the wiggles in dn/dz in COSMOS.



Code training

1 2 3 4 5

Training Validation Test

We employed the classical hold-out validation:

Each fold contains about 90k objects.  One of us did cross-validation to get a sense 
of the performance and then used essentially all the training sample.

Lesson: ask someone outside of your photo-z group to keep the truth table for 
the test fold.



COSMOS wide-depth stacks

COSMOS visits taken under
 various seeing conditions

Stack to the Wide depth:
● 0.5 arcsec (best)
● 0.7 arcsec (median)
● 1.0 arcsec (worst)



Photo-z risk and the best point estimates

We take a minimum risk approach to make a point photo-z estimate and its photo-z 
risk.  See Mineo-sensei’s talk for details.  We define the loss function as an inverted 
Lorentzian:

We then define a risk around a point-estimate:

The best point estimate is where the risk is the smallest:

Some of our codes are optimized to minimize loss, but we could minimize delta_P(z).



And, it works!

z_best gives the smallest scatter and outlier rate!

z_risk works better than z_conf (see Mineo-sensei’s talk)



Code performance : point estimates

● All galaxies down to i=25 (no clipping)
● Be careful not to interpret the absolute numbers at faint mags



Code performance : point estimates

Peak-peak variation of our photo-z accuracy.  Not too bad.



Photo-z performance : PDF

    PDF is over-dispersed            PDF is under-dispersed

EPHOR-AB Mizuki



Photo-z performance : PDF

    PDF is over-dispersed            PDF is under-dispersed

EPHOR-AB Mizuki Franken-Z

PDF is too accurate

The Boldoroi corrections will be applied in our future photo-z’s.



Weak-lensing tests

Wait for nishizawa-san



Weak-lensing tests



PDF files are getting very massive...

● The total file size of all the P(z)’s from all the codes amounts to ~1Tbyes       
(xz compressed).

● Need to compress further!  Any good algorithms?



HSC public data release 1: https://hsc-release.mtk.nao.ac.jp/


