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Philosophy of KiDS-450 
photo-z

• Use one of the photo-z codes that “won” PHAT 
(BPZ). Not a critical choice! 

• Concentrate on photometry and photo-z calibration. 

• Apply the Euclid roadmap.

• Fully propagate errors to cosmology. 

• Apply lessons learned to future KiDS releases and 
Euclid.



Direct photo-z calibration
• Re-weight spec-z surveys to be more representative 
• Only works if: 

• Magnitude space is fully covered (r<~24; C3R2). 
• Unique relation between magnitudes and redshifts (VIKING).

Hildebrandt, Viola et al. (2017)



Hildebrandt, Viola et al. (2017)

Cross-corr. photo-z cal.
• Angular cross-correlation of 

galaxies with known and 
unknown redshifts 

• Angular auto-correlation to 
correct for galaxy bias 

• Only works if 
• full redshift range is covered; 
• outliers are ‘well-behaved’.



Photo-z calibration ( 3 - Re-calibration of P(z) )

• Integrate P(z) from BPZ for each training galaxy 
as suggested by Bordoloi et al. (2010):

Hildebrandt, Viola et al. (2017)
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Figure 2. Comparison of the normalised redshift distributions for the four tomographic bins as estimated from the weighted direct
calibration (DIR, blue with errors), the calibration with cross-correlations (CC, red with errors), the re-calibrated stacked Precal(z)
(BOR, purple with errors that are barely visible), and the original stacked P (z) from bpz (green). The gray-shaded regions indicate the
target redshift range selected by cuts on the Bayesian photo-z zB.

ative values that would lead to unphysical negative ampli-
tudes in the n(z). Nevertheless, it is important to allow
for these negative values in the estimation of the cross-
correlation functions so as not to introduce any bias. Such
negative amplitudes can for example be caused by local over-
or underdensities in the spec-z catalogue as explained by
Rahman et al. (2015). Only after the full redshift recovery
process do we re-bin the distributions with a coarser redshift
resolution to attain positive values for n(z) throughout.

The redshift distributions from this method, based on
the combination of the DEEP2 and zCOSMOS results, are
displayed in Fig. 2 (red line with confidence regions). Note
that the uncertainties on the redshift distributions from the
cross-correlation technique are larger than the uncertainties
on the weighted direct calibration, owing to the relatively
small area of sky covered by the spec-z catalogues. As will
be shown in Section 6, propagating the n(z) and associated
errors from the CC method into the cosmological analysis
yields cosmological parameters that are consistent with the
ones that are obtained when using the DIR redshift distribu-
tions, despite some di↵erences in the details of the redshift
distributions.

3.4 Re-calibration of the photometric P(z ) (BOR)

Many photo-z codes estimate a full redshift likelihood, L(z),
for each galaxy or a posterior probability distribution, P (z),
in case of a Bayesian code like bpz. Bordoloi et al. (2010)
suggested to use a representative spectroscopic training sam-
ple and analyse the properties of the photometric redshift
likelihoods of those galaxies.

For each spectroscopic training object the photometric
P (z) is integrated from zero to zspec yielding the cumulative
quantity:

P⌃(zspec) =

Z zspec

0

P (z0) dz0 . (1)

If the P (z) are a fair representation of the underlying prob-
ability density, the P⌃ for the full training sample should be
uniformly distributed between zero and one. If this distribu-
tion N(P⌃) is not flat, its shape can be used to re-calibrate
the original P (z) as explained in Bordoloi et al. (2010).

One requirement for this approach to work is that the
training sample is completely representative of the photo-
metric sample to be calibrated. Since this is not the case for
KiDS-450 we employ this re-calibration technique in combi-
nation with the re-weighting procedure in magnitude space
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KiDS: Cosmological Parameters 35

Figure C5. Distribution of P⌃ before (blue) and after (green)
re-calibration with the method by Bordoloi et al. (2010).

scopic and photometric samples will also pose a formidable
challenge.

C3.3 Re-calibration of the photometric P(z) (BOR)

The main criterion for quality control in the photo-z re-
calibration method by Bordoloi et al. (2010) is the shape of
the N(P⌃) (Eq. 1) which should be flat after a successful
re-calibration. In Fig. C5 this distribution is shown before
and after application of the method. As can be seen the
distribution of P⌃ is indeed flat after re-calibration of the
P (z). A more in-depth study of systematic e↵ects of this
technique can be found in Bordoloi et al. (2012). We do not
explore this method further in the present analysis.

C4 Galaxy-galaxy-lensing shear-ratio test

Assuming a fixed cosmology, there is a clear prediction for
the lensing signal around galaxies (galaxy-galaxy-lensing;
GGL), where the amplitude depends on mass and cosmol-
ogy, and the signal should scale for sources in the di↵erent
tomographic bins, given their n(z). Here we test this red-
shift scaling with lenses with spectroscopic redshifts from
BOSS (Alam et al. 2015) and from GAMA (Driver et al.
2011). This ‘shear-ratio’ test (Jain & Taylor 2003; Kitching
et al. 2015; Schneider 2016) is similar to the tests described
in Heymans et al. (2012) (see section 6 and fig. 12 of that
paper) and Kuijken et al. (2015) (see section 5.2 and fig. 18
of that paper). As the GGL signal is rather insensitive to the
choice of cosmology, this analysis can be used to verify the
redshift distributions and the redshift scaling of the shear
calibration correction m (Eq. D3).

For three lens samples; BOSS LOWZ with 0.15 < zl <
0.43, BOSS CMASS with 0.43 < zl < 0.7 and GAMA se-
lected with zl < 0.2, we measure the azimuthally averaged
tangential shear �t around the lenses, in bins of angular sep-
aration. We make four measurements for each lens sample,
using the KiDS-450 source galaxies from each of the four
tomographic bins used in our cosmic shear analysis (see Ta-
ble 1). The measured GGL signal is presented in Fig. C6,

where, as expected, we see �t increasing with the redshift of
the source galaxies. Note that the SNR when using sources
from the first tomographic bin with the CMASS lenses is
higher than for sources in the second and third bin because
of the high-z tail of the DIR redshift distribution for the first
bin.

We fit a maximally-flexible lens model to all data points
of one lens sample simultaneously, in which we leave the
amplitudes at each angular scale free (five angular scales
in the BOSS analyses and seven in the GAMA analysis).
We compare the model to the data by multiplying by the
appropriate predictions of the lensing e�ciency � in each
tomographic bin:

� =

Z 1

0

dzl nl(zl)

Z 1

zl

dzs ns(zs)
D(zl, zs)
D(0, zs)

, (C3)

where D(z, z0) is the angular diameter distance between red-
shifts z and z0, nl(z) is the redshift distribution of the lenses,
and ns(z) the redshift distribution of one of the source sam-
ples. This test is independent of any properties of the lens
sample and hence represents a clean shear-ratio test. For
BOSS we use a covariance matrix for the correlated �t mea-
surements estimated from the simulated mock catalogues
described in Section 5.2. For GAMA, where we focus on
small-scale correlations, we use an analytical covariance ma-
trix, as described in Viola et al. (2015). The resulting best-
fit models give p-values of ca. 50 and 80 per cent for the
LOWZ and CMASS samples, respectively and ca. 20 per
cent for GAMA, indicating that the scaling of the observed
GGL signal is fully consistent with the expectations given
the redshift distributions estimated with the DIR technique.

Note that we choose di↵erent angular scales for the
BOSS and GAMA measurements, and that for the GAMA
analysis we do not measure the GGL signal for the lowest
tomographic bin. This is because for the BOSS lenses there
is significant redshift overlap between the lens samples and
most of the tomographic bins. As these BOSS galaxies are
strongly biased we expect to find a significant dilution of the
GGL signal at small scales; the galaxies at these close sep-
arations are more likely to be clustered with the lens such
that the n(z) for our source sample becomes ✓ dependent.
This e↵ect is similar to the dilution seen in cluster lensing
studies, where it is usually corrected for via a boost fac-
tor (see e.g. Hoekstra et al. 2015). While in principle one
could estimate a similar correction for the shear-ratio test
shown here, such an analysis lies beyond the scope of this
paper and would introduce new unknowns. Instead we per-
form the GGL analysis for our BOSS sample only at large ✓
where the dilution e↵ect is minimal.

In order to take advantage of the high signal-to-noise ra-
tio at small angular scales to provide a more stringent test,
and to avoid additive systematics that could in principle bias
the large-scale results14 we analyse the lowest GAMA red-
shift sample with zl < 0.2 in order to reduce redshift overlap
with the 2nd, 3rd, and 4th tomographic bins (see Fig. 2).
With this GAMA selection, lens-source clustering should be

14 We apply an empirical c-correction in our BOSS GGL analysis
by subtracting the tangential shear signal around random points
from the actual tangential shear around the lens galaxies (see e.g.
van Uitert et al. 2016). This correction is not necessary for our
GAMA measurements as we use small scales only.
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DIR
CrossCorr
BOR
BPZ

Hildebrandt, Viola et al. (2017)

Photo-z calibration

For DIR method: σ<z>~1% (no sample variance included)



Photo-z calibration



Systematic error budget

• Sample variance in redshift calibration unaccounted for. 
• Survey inhomogeneities unaccounted for. 
• Need to improve a lot on CC.

Scenario Relative error on S8

Total error 5.2 %
Statistical error 3.7 %

Systematic error 3.6 %
Shear calibration 1.65 %

Intrinsic alignments 1.67 %
Baryon feedback 2.63 %

Photo-z errors (DIR) 0.84 %
Photo-z errors (CC) 16.1 %





the-wizz using GAMA/SDSS8 C. B. Morrison et al.

Figure 3. Raw and summed clustering-zs produced by The-wiZZ using objects from KiDS selected in z

B

as the unknown sample and
GAMA and SDSS spectra as the reference sample normalized into an estimated PDF. Colored bands are clustering-zs from selections in
z

B

mimicking the bins of Hildebrandt et al. (2016) (CS bins). The light grey regions show the selection in photo-z. Grey dashed lines are
the cluster-zs produced by dividing the CS bins into 4 sub-bins with Dz

B

= 0.05 normalized by their number of objects relative to the CS
bin. The grey dashed lines appear to sum up to the CS bin as a function of redshift suggesting the galaxy bias in the clustering redshift
estimate is well behaved. Black data points are the resultant clustering-z from normalizing, summing, and averaging the individual spatial
bootstraps of the sub-bins into the full CS bin. The bins were all selected from the same catalog and use the same The-wiZZ data file
demonstrating how clustering-zs can be quickly created for a variety of samples using The-wiZZ.

significant amplitude at z < 0.3 so we don’t expect this cut
to bias our results significantly. We apply these sub-bin nor-
malizations to each of the sub-bins’ spatial bootstraps and
also multiply by the number of galaxies in each sub-bin sam-
ple for each spatial bootstrap. We then sum these bootstraps
together to create a new set of 1000 spatial bootstraps for
each summed CS and total bin. We then compute the me-
dian, low side and high side errors by calculating the 16th,
50th, and 84th percentiles from the spatial bootstraps. We
do this as the percentiles are much more stable than the
simple mean and variance. We also calculate the mean and
median of each of the redshift bins. The mean is calculated
the same as the normalization using a trapezoidal sum while
the median is taken as the point where the cumulative den-
sity function (CDF) has a value of 50%. We compute mean
and median on the averaged, positive definite clustering-zs

for each bootstrap and then compute the same percentiles
as mentioned previously for central values and errors.

The black data points in Figure 3 show the results of this
process for each of the 4 CS summed bins. The summed data
have slightly larger error bars than that of the CS clustering-
zs largely due to the extra normalization step during the ad-
dition. The shapes of the clustering-zs between the summed
and CS clustering-zs are similar but there are slight di↵er-
ences. These di↵erences mainly show up in the 0.3 < z

B

 0.5
bin. This bin finds its peak slightly shifted to higher redshift
relative to the CS clustering-z. There are also slight di↵er-
ences in the peak of each of the other bins. We show the total,
z

B

spanning bin in Figure 4. This bin has its low redshift
amplitude increased and intermediate redshifts suppressed

MNRAS 000, 1–15 (2016)

Morrison et al. (2017)



Lessons learned from KiDS-450
• Photo-z aren’t that important! Don’t use individual P(z). 

• Sample variance important but hard to quantify. 

• Dimensionality of magnitude space matters. 

• Cross-corr. requires very good angular selection fct. 

• Galaxy bias correction crucial for 4-band photo-z bins. 

• Plan calibration early. 

• Redundancy.



VISTA and VIRCAM
12 VIRCAM/VISTA User Manual VIS-MAN-ESO-06000-0002

Figure 5: VIRCAM detector plane looking “down” on it from “above”. On the sky the detectors are
placed in a mirror image with detector No. 1 in the top right. The numbers in brackets at each science
detector indicate the number of the IRACE controller used to run the corresponding detector. The
wavefront sensors are also shown. The gaps between the detectors are ∼10.4 and ∼4.9 arcmin,
along the X and Y axis, respectively. Each detector covers ∼11.6×11.6 arcmin on the sky. North is
up, and East is to the right, for rotator offset 0.0.

0.339 arcsec px−1 on the sky, and each detector covers a ∼694×694arcsec2 area of sky. The 16
detectors cover 274.432 mm×216.064mm on the focal plane, which gives a nominal field of view of
1.292×1.017deg on the sky. To ensure the flatness of the focal plane assembly (FPA), all pixels are
enclosed between two planes, separated by 25µm, measured along the optical axis of the camera.
In other words, the distance between the most deviating pixels, measured along the optical axis is
≤25µm.

The Nyquist sampling suggests an image quality of ∼0.68 arcsec but it is expected to gain a factor
of ∼0.7 (yielding FWHM ∼0.5 arcsec) in resolution because of the sub-pixel sampling. The science
detectors are sensitive over the wavelength range 0.85–2.4µm. The detector readout time is ∼1 sec
and the size of a single file is ∼256.7 MB.

The mean quantum efficiencies of all 16 detectors are: (Z,Y ,J ,H,KS )=(70,80,90,96,92)%. A plot of
the quantum efficiency as function of wavelength for this type of the detectors in shown in Figure 6.
In addition, the combined losses due to reflection off all VIRCAM lens surfaces are 3-5%.

The science detectors are read out simultaneously by four enhanced ESO IRACE IR controllers, with
a total of 256 simultaneous readout channels, so each detector is read into 16 stripes of 2048×128
pixels. The minimum detector integration time is 1.0011 sec.

All detectors but one are linear to ≤4.6% for illumination levels below 10000 ADU, and for the worst
one the non-linearity at this level is ∼10% (Table 3). There is also a small non-linearity of 1-2%
at low illumination levels (<1000 ADU) that affects all detectors. It can not be measured with the
calibration plan linearity monitoring but the effect is neglegible. These values may change with time,
check the VIRCAM web page for more up to date information. The linearity is correctable for up
to ∼25000ADU (the number varies for the different detectors). The stability of the non-linearity



Data reduction
• Get pre-reduced data from CASU. 

• Re-do background subtraction. 

• Gaussianise PSF. 

• Extract Gaussian aperture photometry on chip level. 

• Combine multiple measurements of sources. 

• Compare photometry to 2MASS/SDSS. 

• Integrate 9-band photometry on KiDS tile level.
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Photometric stability of 1-2.5% over survey area.

Preliminary



Photometric stability of 1-2.5% over survey area.

Preliminary



Integration of VIKING
1. NIR data on spec-z fields DONE 

A. Keep 4-band photo-z 

B. Re-calibrate in 9D magnitude space 

2. 9-band photo-z on calibration fields DONE 

A. Add 5th tomographic bin 

B. Fisher analysis 

3. Full NIR coverage => 5 bin tomography IN PROGRESS



Re-calibration in 9D
• Keep 4-band photo-z bins. 

• Re-weight in 9D. 

• 9D space is sparsely populated. 

• Need robust estimator of density. 

• How to treat non-detected objects? 

• How to treat objects observed in <9 bands?



DIR redshift distributions

Preliminary



Photometric redshifts

Preliminary



0.1<ZB<0.3

Preliminary



0.9<ZB

Preliminary



Benefits of a 5th bin
• 5th tomographic bin with ZB>0.9. 

• ~1 gal/arcmin2 (15% of all KiDS galaxies). 

• High signal, large volume. 

• Decrease S8 error by ~20%, i.e. 3% error on S8. 

• ZB>0.9 galaxy ~2.5x as valuable as average galaxy! 

• Need to understand redshift distribution and shear 
calibration!



Outlook
• KiDS+VIKING 800deg2 now, 1350deg2 by end 2018  

=> factor 2 improvement in statistical error w. 5th bin.  

• New DIR calibration data to lower sample variance. 

• CC with GAMA, BOSS, 2dFLenS. 

• Proposal to cover VIPERS & VVDS with VISTA. 

• Lower σ<z> from ~1% to Euclid requirement of 0.2%.


